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We develop a new cell-centered control volume Lagrangian scheme for solving Euler equa-
tions of compressible gas dynamics in cylindrical coordinates. The scheme is designed to be
able to preserve one-dimensional spherical symmetry in a two-dimensional cylindrical
geometry when computed on an equal-angle-zoned initial grid. Unlike many previous
area-weighted schemes that possess the spherical symmetry property, our scheme is dis-
cretized on the true volume and it can preserve the conservation property for all the con-
served variables including density, momentum and total energy. Several two-dimensional
numerical examples in cylindrical coordinates are presented to demonstrate the perfor-
mance of the scheme in terms of symmetry, accuracy and non-oscillatory properties.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

In numerical simulations of multidimensional fluid flow, there are two typical choices: a Lagrangian framework, in which
the mesh moves with the local fluid velocity, and an Eulerian framework, in which the fluid flows through a grid fixed in
space. More generally, the motion of the grid can also be chosen arbitrarily, resulting in the so-called Arbitrary Lagrang-
ian–Eulerian method (ALE; see, e.g. [13]).

Both the Eulerian and Lagrangian methods have their own advantages and disadvantages. For example, the Eulerian
method is easy to design arbitrarily high order schemes on the fixed grid so that it can simulate the smooth structure with
high resolution and capture the discontinuity sharply without oscillations. Comparing with the Lagrangian method, it also
has the advantage of being free from any trouble caused by grid distortion. Its main disadvantage lies in that it is relatively
difficult to treat multi-material problems. Comparing with the Eulerian method, the Lagrangian method can reduce the
numerical error which arises from the advection terms in the conservation equations and can capture material interfaces
sharply and automatically. Due to the grid movement with the fluid, the Lagrangian method may encounter grid distortion
. All rights reserved.
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problems, which could be solved by using the ALE approach, that is, when the grid is distorted, we rezone the grid to the
optimal position and remap the variables from the old grid to the new grid.

Due to the distinguished advantage in capturing material interfaces sharply and automatically, the Lagrangian method is
widely used in many fields for multi-material flow simulations such as astrophysics and inertial confinement fusion (ICF). In
the past years, many efforts have been made to develop Lagrangian methods. Some algorithms are built on a staggered dis-
cretization in which velocity (momentum) is stored at vertices, while density and internal energy are stored at cell centers.
The density/internal energy and velocity are solved on two different control volumes, see, e.g. [20,1,4]. The dissipation of
kinetic energy into internal energy through shock waves is ensured by an artificial viscosity term [20,6,7]. Other algorithms
start from the cell-centered discretization in which density, momentum and energy are all centered within cells and evolved
on the same control volume. Advantages for the cell-centered schemes such as [11,19,8,9,16] include that this kind of meth-
ods is easy to remap when necessary and it does not require the addition of an explicit artificial viscosity for shock capturing.
Numerical viscosity contained in the exact or approximate Riemann solver is usually enough to stabilize the algorithm.

In a Lagrangian simulation, it is a critical issue for a scheme to preserve certain symmetry (for example, cylindrical or
spherical) in a coordinate system distinct from that symmetry. The importance of preserving physical symmetries in numer-
ical simulation is well realized. As in the simulation of implosion problem with strong compressions, the preservation of
spherical symmetry is significantly important, since the small deviation from spherical symmetry due to numerical errors
may be exaggerated by Rayleigh–Taylor or some other instabilities which may potentially produce unpredictably large
errors. On the other hand, to understand and predict the dynamics of implosion well, it is essential for us to know whether
the asymmetric numerical result is due to the discrete error or to the physical intrinsic behavior.

Concerning the issue related to spherical symmetry preservation in two-dimensional cylindrical coordinates many works
have been done mostly in the framework of staggered-grid hydrodynamics. The most widely used method that maintains
spherical symmetry exactly on an equal-angle-zoned grid in cylindrical coordinates is the area-weighted method
[26,2,22,25,4,17]. In this approach one uses a Cartesian form of the momentum equation in the cylindrical coordinate sys-
tem, hence integration is performed on area rather than on the true volume in cylindrical coordinates. However, these area-
weighted schemes might violate strict momentum and total energy conservation. This shortcoming of the schemes has been
partially corrected in [4] by constructing a compatible area-weighted scheme which can preserve the conservation of total
energy. However it seems that their flaw in the loss of momentum conservation has not been solved so far. Differently from
the area-weighted scheme, Browne [3] presented a Lagrangian scheme termed ‘‘integrated total average” which is discret-
ized on the true control volume in cylindrical coordinates. The scheme has been proven to be able to preserve the desired
spherical symmetry in the two-dimensional cylindrical geometry for equal-angle zoning. Unfortunately, this scheme can
not keep the momentum and total energy conservation and has the potential trouble in that if the initial mass in neighboring
cells has a big difference, large error in acceleration may happen. Margolin and Shashkov use a curvilinear grid to construct
symmetry-preserving discretizations for Lagrangian gas dynamics [18]. They use high-order curves to connect the nodes, so
that planar, cylindrical and spherical symmetry are exactly preserved even on unequal-angle-zoned grids. In [5], Caramana
and Whalen study the way to achieve the one-dimensional symmetry, in a two-dimensional coordinate system distinct from
that symmetry by a simple modification of the gradient operator used to compute the force in a staggered-grid Lagrangian
hydrodynamics algorithm.

In this paper, we propose a new cell-centered Lagrangian scheme on quadrilateral grids for solving compressible Euler
equations in cylindrical coordinates. The scheme is based on a genuine volume discretization formulation. It preserves
the conservation of mass, momentum and total energy. It is also designed to be able to preserve one-dimensional spherical
symmetry in the two-dimensional cylindrical geometry for equal-angle-zoned initial grids.

An outline of the rest of this paper is as follows. In Section 2, we describe the individual steps of the Lagrangian scheme
with the symmetry and conservation properties for Euler equations in cylindrical coordinates. In Section 3, numerical exam-
ples are given to demonstrate the performance of the new Lagrangian method. In Section 4 we will give concluding remarks.
2. A cell-centered conservative Lagrangian scheme with the preservation of spherical symmetry in cylindrical
coordinates

2.1. The compressible Euler equations in a Lagrangian formulation in cylindrical coordinates

The compressible inviscid flow is governed by the Euler equations which have the following integral form in the Lagrang-
ian formulation
d
dt

RR
XðtÞqdV ¼ 0;

d
dt

RR
XðtÞMdV ¼ �

R
CðtÞ pnds;

d
dt

RR
XðtÞEdV ¼ �

R
CðtÞ pu � nds;

8>><>>: ð2:1Þ
where q is the density, p is the pressure, M and u are the vectors of momentum and velocity respectively, and E is the total
energy. n is the unit outward normal to the boundary C(t).
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In this paper, we seek to study the axisymmetric compressible Euler system. Its specific form in the cylindrical coordi-
nates is as follows
d
dt

RR
XðtÞqr dr dz ¼ 0;

d
dt

RR
XðtÞMzr dr dz ¼ �

R
CðtÞ pnzr dl;

d
dt

RR
XðtÞMrr dr dz ¼ �

R
CðtÞ pnrr dlþ

RR
XðtÞpdr dz;

d
dt

RR
XðtÞEr dr dz ¼ �

R
CðtÞ pumr dl;

8>>>>><>>>>>:
ð2:2Þ
where z and r are the axial and radial directions respectively. M = (Mz,Mr), u = (uz,ur), where Mz, uz, Mr, ur are the momentum
and velocity components in the z and r directions respectively, n = (nz,nr) is the unit outward normal to the boundary C(t) in
the z � r coordinates, and um = (uz,ur) � n is the normal velocity at C(t).

The set of equations is completed by the addition of an equation of state (EOS) with the following general form
p ¼ pðq; eÞ; ð2:3Þ
where e ¼ E
q� 1

2 juj
2 is the specific internal energy. Especially, if we consider the ideal gas, then the equation of state has a

simpler form,
p ¼ ðc� 1Þqe;
where c is a constant representing the ratio of specific heat capacities of the fluid.

2.2. The construction of the scheme

Fig. 2.1 indicates the cylindrical geometry (z,r) we are concerned with. The 2D spatial domain X is discretized into K � L
computational cells. Fig. 2.1 shows an equal-angle-zoned grids with logical l-lines radially outward and logical k-lines in the
angular direction. Ikþ1

2;lþ
1
2

is a quadrilateral cell constructed by the four vertices fðzk;l; rk;lÞ; ðzkþ1;l; rkþ1;lÞ; ðzkþ1;lþ1; rkþ1;lþ1Þ;
ðzk;lþ1; rk;lþ1Þg. Skþ1

2;lþ
1
2

and Vkþ1
2;lþ

1
2

denote the area and volume of the cell Ikþ1
2;lþ

1
2

with k = 1, . . . ,K, l = 1, . . . ,L respectively, where
the volume of the cell refers to that of the circular ring obtained by rotating this cell around the z-axis. Here for simplicity
and without any confusion, the volume of the cell is considered as that of the circular ring on unit arc in the azimuthal direc-
tion, namely we omit the factor 2p which should appear in the integration of the real volume. The fluid velocity ((uz)k,l, (ur)k,l)
is defined at the vertex of grid.

In this paper, in order to obtain a scheme with both the spherical symmetry and conservation properties in a 2D cylin-
drical geometry, we will discretize the momentum equation in (2.2) along the local polar and angular directions (n,h) rather
than in the usual z and r directions in each cell, where n is the radial direction passing through the cell center and the origin.
For an equal-angle-zoned grid, the cell shown in Fig. 2.1 is an equal-sided trapezoid, it has the property that the angles
between n and the two equal sides of the cell are the same. h is the angular direction which is orthogonal to n, see
Fig. 2.1. After completing the momentum discretization, we transform them back to the original cylindrical (z,r) coordinates.
This is similar in spirit to the local characteristic decomposition procedure in limiting, where the relevant quantities are first
transformed to the local characteristic fields, then the limiting procedure is performed, and afterwards the result is trans-
formed back to the original component space. In the actual implementation, once the local n and h directions for each cell
are determined at the initial time, these directions will not change for later time. To perform this local coordinate transfor-
mation, in each cell, the Euler equations in cylindrical coordinates are rewritten in the following form
z

r

k-1
k+1k

k+2

l-1

l

l+1

l+2

1

23

4

Fig. 2.1. Equi-angular polar grid for cylindrical geometry.
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d
dt

RR
I
kþ1

2;lþ
1
2

qr dr dz ¼ 0;

d
dt

RR
I
kþ1

2;lþ
1
2

Mnr dr dz ¼ �
R
@I

kþ1
2;lþ

1
2

pnnr dlþ
RR

I
kþ1

2;lþ
1
2

p sin udr dz;

d
dt

RR
I
kþ1

2;lþ
1
2

Mhr dr dz ¼ �
R
@I

kþ1
2;lþ

1
2

pnhr dlþ
RR

I
kþ1

2;lþ
1
2

p cos udr dz;

d
dt

RR
I
kþ1

2
;lþ1

2

Er dr dz ¼ �
R
@I

kþ1
2
;lþ1

2

pumr dl;

8>>>>>>>><>>>>>>>>:
ð2:4Þ
where Mn and Mh are the component values of momentum in the local n and h directions respectively, n = (nn,nh) is the unit
outward normal of the cell boundary @Iiþ1

2;jþ
1
2
, and u is the angle between the radial direction passing through the correspond-

ing point and the axial coordinate z. The value of n is denoted as the radial radius which represents the distance to the origin.
Thus we have z = ncosu, r = nsinu and n ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r2
p

.
For the cell-centered scheme, all the variables except velocity are stored at the cell center of Ikþ1

2;lþ
1
2

in the form of cell aver-
ages. For example, the values of the cell averages for the cell Ikþ1

2;lþ
1
2
, denoted by �qkþ1

2;lþ
1
2
; Mn

kþ1
2;lþ

1
2
; Mh

kþ1
2;lþ

1
2

and Ekþ1
2;lþ

1
2
, are

defined as follows
�qkþ1
2;lþ

1
2
¼ 1

Vkþ1
2;lþ

1
2

Z Z
I
kþ1

2;lþ
1
2

qr dr dz;

Mn
kþ1

2;lþ
1
2
¼ 1

Vkþ1
2;lþ

1
2

Z Z
I
kþ1

2
;lþ1

2

Mnr dr dz;

Mh
kþ1

2;lþ
1
2
¼ 1

Vkþ1
2;lþ

1
2

Z Z
I
kþ1

2;lþ
1
2

Mhr dr dz;

Ekþ1
2;lþ

1
2
¼ 1

Vkþ1
2;lþ

1
2

Z Z
I
kþ1

2;lþ
1
2

Er dr dz;
where Vkþ1
2;lþ

1
2
¼
RR

I
kþ1

2;lþ
1
2

r dr dz. In our scheme, the cell averages of the above conserved variables are evolved in time, as a reg-

ular finite volume scheme.

2.2.1. Spatial discretization
We first formulate the semi-discrete finite volume scheme of the governing equations (2.4) as
d
dt

�qkþ1
2;lþ

1
2
Vkþ1

2;lþ
1
2

Mn
kþ1

2;lþ
1
2
Vkþ1

2;lþ
1
2

Mh
kþ1

2;lþ
1
2
Vkþ1

2;lþ
1
2

Ekþ1
2;lþ

1
2
Vkþ1

2;lþ
1
2

0BBBBBB@

1CCCCCCA ¼ �
Z
@I

kþ1
2;lþ

1
2

bF dlþ

0
ðpcÞkþ1

2;lþ
1
2

sinðucÞkþ1
2;lþ

1
2
skþ1

2;lþ
1
2

ðpcÞkþ1
2;lþ

1
2

cosðucÞkþ1
2;lþ

1
2
skþ1

2;lþ
1
2

0

0BBBB@
1CCCCA; ð2:5Þ
where
Z
@I

kþ1
2;lþ

1
2

bF dl ¼
Z
@I

kþ1
2;lþ

1
2

f̂ DðU�m ;U
þ
m Þ

f̂ Mn ðU�m ;U
þ
m Þ

f̂ Mh ðU�m ;U
þ
m Þ

f̂ EðU�m ;U
þ
m Þ

0BBBBB@

1CCCCCAdl ð2:6Þ
and
f̂ DðUm;UmÞ ¼ 0;

f̂ Mn ðUm;UmÞ ¼ pnnr;

f̂ Mh ðUm;UmÞ ¼ pnhr;

f̂ EðUm;UmÞ ¼ pumr;

8>>>>><>>>>>:
ð2:7Þ
f̂ D; f̂ Mn ; f̂ Mh and f̂ E are the numerical fluxes for mass, n-momentum, h-momentum and total energy across the cell boundary
respectively. U�m ¼ ðq�;M

�
m ; E

�Þ are the values of density, normal component of momentum and total energy at both sides of
the cell boundary, where M�

m ¼ ðM
�
n ;M

�
h Þ � n. ðpcÞkþ1

2;lþ
1
2

is the pressure at the cell center. ðucÞkþ1
2;lþ

1
2

is set to be the angle
between the local n direction and the z coordinate.

The first step for establishing the scheme is to determine the line integral term on the right side of Eq. (2.5). Suppose the
cell boundary @Ikþ1

2;lþ
1
2

consists of M edges. The line integral concerned with the flux in Eq. (2.5) is discretized by the following
formula
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Z
@I

kþ1
2
;lþ1

2

bF dl �
XM

m¼1

bF Umþ
m ;Um�

m
� �

Dlm
; ð2:8Þ
where Dlm is the length of the cell edge m. bFðUmþ
m ;Um�

m Þ is a numerical flux at the edge m.
To determine the fluxes bF ¼ ðf̂ D; f̂ Mn ; f̂ Mh ; f̂ EÞ at the edges of the quadrilateral shaped cell, we first need to identify the val-

ues of the primitive variables at each side of the edge, that is Um�
m , m = 1,4. Here we use the information of the left and right

cell average values of the conserved variables. We define the direction of each edge of the cell to be the increasing direction
of the index k or l, for example the direction of the edge with two endpoints (k, l) and (k + 1, l) is from (k, l) to (k + 1, l). Thus, for
example, for Edge 1 in the cell Ikþ1

2;lþ
1
2

in Fig. 2.1, we obtain U1�
m ¼ ðqkþ1

2;lþ
1
2
; ðMmÞkþ1

2;lþ
1
2
; Ekþ1

2;lþ
1
2
Þ and U1þ

m ¼ ðqkþ1
2;l�

1
2
; ðMmÞkþ1

2;l�
1
2
;

Ekþ1
2;l�

1
2
Þ at the two sides of Edge 1.

Next, we will compute the fluxes given the primitive states fUm�
m ; m ¼ 1;4g at each side of the cell boundary. Here as an

example, we use the Dukowicz numerical flux [12] to obtain the fluxes at the cell boundary by the following procedure.
Other numerical fluxes such as the Godunov or acoustic fluxes obtained from exact or approximate Riemann solvers can also
be used and the proof of the symmetry preservation property will go through as well. We have also tested our scheme on a
few other numerical fluxes such as the Godunov flux and the acoustic flux. The results show that these two fluxes can work
as well as the Dukowicz flux. For a more in-depth discussion on the differences in the features and numerical performance
between different numerical fluxes, we refer to our previous paper [8].

The velocity um
m at Edge m is obtained by solving the following semi-quadratic equation,
qmþAmþ um
m � um�

min

�� �� um
m � um�

min

� �
þ qm�Am� um

m � um�
max

�� �� um
m � um�

max

� �
þ pmþ;� � pm�;� ¼ 0; ð2:9Þ
where
um�
min ¼ umþ

m � cmþ=2Amþ
; um�

max ¼ um�
m þ cm�=2Am�;

pmþ;� ¼ pmþ � 1
4
qmþðcmþÞ2=Amþ

; pm�;� ¼ pm� � 1
4
qm�ðcm�Þ2=Am�

: ð2:10Þ
Here qm�; um�
m ; pm� are the left and right values of density, velocity and pressure at Edge m respectively, c± are the left and

right values of the sound speed at Edge m and A± are parameters directly related to the shock density ratio in the limit of
strong shocks. We refer to [12] for the details of the definition of A±. In particular, for an ideal gas, A± = (c + 1)/2.

After we have calculated the velocity um
m , the pressure pm at Edge m is easily obtained by the following equation
pm ¼ 1
2
ðpm�;� þ pmþ;�Þ þ 1

2
qmþAmþ um

m � um�
min

�� �� um
m � um�

min

� �
� 1

2
qm�Am� um

m � um�
max

�� �� um
m � um�

max

� �
: ð2:11Þ
If pm is found to be negative which predicts cavitation, then we set pm = 0.
Thus we can get the fluxes f̂ D; f̂ Mn ; f̂ Mh and f̂ E at Edge m as follows
f̂ DðUm�
m ;Umþ

m Þ ¼ 0;

f̂ Mn ðUm�
m ;Umþ

m Þ ¼ pmnm
n rm

e ;

f̂ Mh ðUm�
m ;Umþ

m Þ ¼ pmnm
h rm

e ;

f̂ EðUm�
m ;Umþ

m Þ ¼ pmum
m rm

e ;

8>>>>><>>>>>:
ð2:12Þ
where ðnm
n ;n

m
h Þ and rm

e are the unit outward normal direction and the r coordinate of the middle point of Edge m respectively.
We have now finished the determination of the flux term in Eq. (2.5).

As to the source term in Eq. (2.5), the way to determine ðpcÞkþ1
2;lþ

1
2

is the key for obtaining the control volume scheme with
the spherical symmetry property. Here ðpcÞkþ1

2;lþ
1
2

is denoted as
ðpcÞkþ1
2;lþ

1
2
¼ 1

2
ðp1 þ p3Þ; ð2:13Þ
where p1 and p3 are the values of pressure at Edges 1 and 3 of Cell Ikþ1
2;lþ

1
2

(see Fig. 2.1) obtained in the above flux determi-
nation procedure. Based on the above manipulation, the scheme can preserve the conservation for all the conserved vari-
ables, since it is discretized on the true volume and the numerical flux across each cell boundary is single-valued for the
update of its two neighboring cells. Meanwhile, we can also prove that the scheme can keep the spherical symmetry prop-
erty if equi-angular polar initial grids are used. The proof will be given in the last subsection of this section.

2.2.2. The determination of the vertex velocity
The vertex velocity of the mesh is determined in the same way as in [8]. Briefly, we first obtain the tangential and normal

velocities along each edge, specifically, the tangential velocity of the vertex (or edge center) along the edge is defined as a
simple average of that in both sides. The normal velocity is obtained by the value of velocity through the Dukowicz approx-
imate Riemann solver along the normal direction of the edge. Then the velocity of the vertex is set to be the arithmetic aver-
age of the velocities along the edges which share this vertex.
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2.2.3. Time discretization
The time marching for the semi-discrete scheme (2.5) can be accomplished by the Euler forward method. Thus the fully

discretized scheme can be written as follows
�qnþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
� �qn

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Mn;nþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
�Mn;n

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Mh;nþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
�Mh;n

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Enþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
� En

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

0BBBBBBB@

1CCCCCCCA ¼ Dtn �
XM

m¼1

bFðUm;n
m ÞDlm;n þ

0
ðpcÞ

n
kþ1

2;lþ
1
2

sinðucÞ
n
kþ1

2;lþ
1
2
sn

kþ1
2;lþ

1
2

ðpcÞ
n
kþ1

2;lþ
1
2

cosðucÞ
n
kþ1

2;lþ
1
2
sn

kþ1
2;lþ

1
2

0

0BBBB@
1CCCCA

0BBBB@
1CCCCA: ð2:14Þ
Here the variables with the superscripts ‘n’ and ‘n + 1’ represent the values of the corresponding variables at the nth and
(n + 1)th time steps respectively. The scheme (2.14) is consistent with the Euler equations (2.4) and has first order accuracy
in space and time.

The time step Dtn is chosen as follows
Dtn ¼ k min
k¼1;...;K;l¼1;...;L

Dln
kþ1

2;lþ
1
2
=cn

kþ1
2;lþ

1
2

� �
; ð2:15Þ
where Dln
kþ1

2;lþ
1
2

is the shortest edge length of the cell Ikþ1
2;lþ

1
2
, and cn

kþ1
2;lþ

1
2

is the sound speed within this cell. The Courant

number k in the following tests is set to be 0.5 unless otherwise stated.
In our numerical tests, the scheme in Eq. (2.14) can work well in most cases. However in some of the more demanding

tests, the scheme is observed to show some instability. It seems that a good way to enhance stability is to use the second-
order TVD Runge–Kutta method [24] for the time discretization. Then the scheme shows very satisfactory stability in all our
numerical tests. We refer the reader to [8] for the implementation details on high order Runge–Kutta methods in a Lagrang-
ian scheme. The usage of higher order TVD Runge–Kutta time discretization simply to enhance stability, not to increase the
order of accuracy, can also be found in [27].

2.2.4. Proof of the spherical symmetry preservation property
In this section, we will prove our scheme (2.14) can keep the spherical symmetry property computed on an equal-angle-

zoned initial grid. Due to the special structure of TVD Runge–Kutta methods [24], that they are convex combinations of Euler
forward steps, the same symmetry-preserving property still holds if it is proved for the Euler forward time discretization.

Theorem. The scheme (2.14) can keep the one-dimensional spherical symmetry property computed on an equal-angle-zoned
initial grid. That is, if the solution has one-dimensional spherical symmetry at the initial time, then the computational solution will
keep this symmetry with the time marching.
Proof. Without loss of the generality, we only need to prove the solution of the scheme (2.14) can keep the spherical sym-
metry at (n + 1)th step, if the solution is known to be of spherical symmetry at nth step. Notice that, for the Lagrangian solu-
tion, symmetry preserving refers to the evolution of both the conserved variables and the grids. h

For the convenience of notation, we adopt the convention that variables without the superscript ‘n + 1’ are those at the
nth time step. Assume that at the nth step the grid is a polar grid with equal angles (see Fig. 2.1) and the cell averages of the
conserved variables including density, momentum and total energy are symmetrical on this grid, namely these variables in
the cells with the same k indices are identical. For simplicity, in the following we will omit the subscript ‘lþ 1

2’ for the vari-
ables which are independent of the l index, for example,
�qn
kþ1

2;lþ
1
2
¼ �qkþ1

2
;

Mn;n
kþ1

2;lþ
1
2
¼ Mn

kþ1
2
;

Mh;n
kþ1

2;lþ
1
2
¼ Mh

kþ1
2
¼ 0;

En
kþ1

2;lþ
1
2
¼ Ekþ1

2
;

sn
kþ1

2;lþ
1
2
¼ skþ1

2
; for k ¼ 1; . . . K; l ¼ 1; . . . ; L:

8>>>>>>>>>><>>>>>>>>>>:
ð2:16Þ
Next we denote some variables concerning the grid geometry. For simplicity, in the following text, we omit the subscript
‘ kþ 1

2 ; lþ 1
2

� �
’ for the quantities corresponding to the cell edge if it will not bring any confusion. Du denotes the angle

between any two neighboring l lines which is a constant for the equi-angular polar grid under consideration. The value of
n at the middle point of each edge is defined as nm

e ; m ¼ 1;4, the length of each cell edge is denoted as {Dlm, m = 1,4}. Since
the grid is symmetrical, nm

e and Dlm, for m = 1,4, are independent of the l index, thus we denote them as
n1
e ¼ n3

e ¼ nkþ1
2
; n2

e ¼ nkþ1; n4
e ¼ nk;

Dl1 ¼ Dl3 ¼ Dlkþ1
2
; Dl2 ¼ Dlkþ1; Dl4 ¼ Dlk: ð2:17Þ
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Considering an arbitrary cell Ikþ1
2;lþ

1
2
, for the convenience of proof, in the following, we will project all the variables relative to

the determination of the cell’s flux and velocity to its local n–h coordinates. For example, the outward normal direction
n = (nn,nh) of the cell’s four edges in the local n–h coordinates are as follows
n1
n ;n

1
h

� �
¼ � sin

1
2

Du
� 	

;� cos
1
2

Du
� 	� 	

;

n2
n ;n

2
h

� �
¼ ð1;0Þ;

n3
n ;n

3
h

� �
¼ � sin

1
2

Du
� 	

; cos
1
2

Du
� 	� 	

;

n4
n ;n

4
h

� �
¼ ð�1;0Þ:
In the following, we will first prove the symmetry of the grid at the (n + 1)th step.
We will look at the velocity on each cell edge first. For this purpose we need to determine Um�

m ¼ ðqm�;Mm�
m ; Em�Þ and Mm�

t ,
for m = 1,4, where Mm�

t is the tangential momentum at the two sides of Edge m. ðqm;Mm
m ; E

mÞ denote density, normal
momentum and total energy at the edge which are obtained from Um�

m through the Dukowicz approximate Riemann solver.
The pressure, normal velocity and tangential velocity at Edge m are defined as pm; um

m ; um
t respectively, where

um
t ¼ 1

2 ðM
m�
t =qm� þMmþ

t =qmþÞ, um
m ¼ Mm

m =qm.
Using (2.16), we have
q1� ¼ �qkþ1
2
;

E1� ¼ Ekþ1
2
;

q2� ¼ �qkþ1
2
; q2þ ¼ �qkþ3

2
;

E2� ¼ Ekþ1
2
; E2þ ¼ Ekþ3

2
;

q3� ¼ �qkþ1
2
;

E3� ¼ Ekþ1
2
;

q4� ¼ �qk�1
2
; q4þ ¼ �qkþ1

2
;

E4� ¼ Ek�1
2
; E4þ ¼ Ekþ1

2
:

As to the momentum involved in Eq. (2.14), by simple manipulation, we can obtain the momentum at four edges of Cell
Ikþ1

2;lþ
1
2

in its local n–h coordinates,
M1�
n ¼ Mn

kþ1
2
; M1�

h ¼ 0;

M1þ
n ¼ Mn

kþ1
2

cosðDuÞ; M1þ
h ¼ �Mn

kþ1
2

sinðDuÞ;

M2�
n ¼ Mn

kþ1
2
; M2�

h ¼ 0;

M2þ
n ¼ Mn

kþ3
2
; M2þ

h ¼ 0;

M3�
n ¼ Mn

kþ1
2

cosðDuÞ; M3�
h ¼ Mn

kþ1
2

sinðDuÞ;

M3þ
n ¼ Mn

kþ1
2
; M3þ

h ¼ 0;

M4�
n ¼ Mn

k�1
2
; M4�

h ¼ 0;

M4þ
n ¼ Mn

kþ1
2
; M4þ

h ¼ 0:
Thus,
M1�
m ¼ ðM

1�
n ;M1�

h Þ � n1
n ;n

1
h

� �
¼ � sin

1
2

Du
� 	

Mn
kþ1

2
;

M1þ
m ¼ ðM

1þ
n ;M1þ

h Þ � n1
n ;n

1
h

� �
¼ sin

1
2

Du
� 	

Mn
kþ1

2
;

M2�
m ¼ M2�

n ;M2�
h

� �
� n2

n ; n
2
h

� �
¼ Mn

kþ1
2
;

M2þ
m ¼ M2þ

n ;M2þ
h

� �
� n2

n ; n
2
h

� �
¼ Mn

kþ3
2
;

M3�
m ¼ M3�

n ;M3�
h

� �
� n3

n ; n
3
h

� �
¼ sin

1
2

Du
� 	

Mn
kþ1

2
;

M3þ
m ¼ M3þ

n ;M3þ
h

� �
� n3

n ; n
3
h

� �
¼ � sin

1
2

Du
� 	

Mn
kþ1

2
;
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M4�
m ¼ M4�

n ;M4�
h

� �
� n4

n ;n
4
h

� �
¼ �Mn

k�1
2
;

M4þ
m ¼ M4þ

n ;M4þ
h

� �
� n4

n ;n
4
h

� �
¼ �Mn

kþ1
2
;

and
M1�
t ¼ M1�

n ;M1�
h

� �
� cos

1
2

Du
� 	� 	

;� sin
1
2

Du
� 			

¼ cos
1
2

Du
� 	

Mn
kþ1

2
;

M1þ
t ¼ M1þ

n ;M1þ
h

� �
� cos

1
2

Du
� 	� 	

;� sin
1
2

Du
� 			

¼ cos
1
2

Du
� 	

Mn
kþ1

2
;

M2�
t ¼ M2þ

t ¼ 0;

M3�
t ¼ ðM

3�
n ;M3�

h Þ � cos
1
2

Du
� 	� 	

; sin
1
2

Du
� 			

¼ cos
1
2

Du
� 	

Mn
kþ1

2
;

M3þ
t ¼ M3þ

n ;M3þ
h

� �
� cos

1
2

Du
� 	� 	

; sin
1
2

Du
� 			

¼ cos
1
2

Du
� 	

Mn
kþ1

2
;

M4�
t ¼ M4þ

t ¼ 0:
Then we have
U1�
m ¼ �qkþ1

2
;� sin

1
2

Du
� 	

Mn
kþ1

2
; Ekþ1

2

� 	
; U1þ

m ¼ �qkþ1
2
; sin

1
2

Du
� 	

Mn
kþ1

2
; Ekþ1

2

� 	
;

U3�
m ¼ �qkþ1

2
; sin

1
2

Du
� 	

Mn
kþ1

2
; Ekþ1

2

� 	
; U3þ

m ¼ �qkþ1
2
;� sin

1
2

Du
� 	

Mn
kþ1

2
; Ekþ1

2

� 	
;

U2�
m ¼ �qkþ1

2
;Mn

kþ1
2
; Ekþ1

2

� �
; U2þ

m ¼ �qkþ3
2
;Mn

kþ3
2
; Ekþ3

2

� �
;

U4�
m ¼ �qk�1

2
;�Mn

k�1
2
; Ek�1

2

� �
; U4þ

m ¼ �qkþ1
2
;�Mn

kþ1
2
; Ekþ1

2

� �
:

By the Dukowicz approximate Riemann solver, we obtain u1
m ¼ u3

m ¼ 0; p1 ¼ p3 and u2
m ; u4

m ; p2 and p4 are independent of the
‘l’ index since U2�

m and U4�
m are independent of the ‘l’ index. The tangential velocities at each edge are as follows
u1
t ¼

1
2

M1�
t =q1� þM1þ

t =q1þ
� �

¼ cos
1
2

Du
� 	

Mn
kþ1

2
=�qn

kþ1
2
;

u3
t ¼

1
2

M3�
t =q3� þM3þ

t =q3þ
� �

¼ cos
1
2

Du
� 	

Mn
kþ1

2
=�qn

kþ1
2
;

u2
t ¼

1
2

M2�
t =q2� þM2þ

t =q2þ
� �

¼ 0;

u4
t ¼

1
4

M4�
t =q4� þM4þ

t =q4þ
� �

¼ 0:
By now, we can get the conclusion that the pressure, normal velocity and tangential velocity at the cell edges are symmet-
rical in the angular direction. For simplicity, we denote the pressure, normal velocity and tangential velocity at the edge con-
necting the points (k, l) and (k, l + 1) to be pk, (um)k and (ut)k for any k 2 [1,K], l 2 [1,L � 1], and denote those at the edge
connecting the points (k, l) and (k + 1, l) to be pkþ1

2
; ðumÞkþ1

2
and ðutÞkþ1

2
for any k 2 [1,K � 1], l 2 [1,L] respectively, namely,

for Cell Ikþ1
2;lþ

1
2
,

p1 ¼ p3 ¼ pkþ1
2
; p2 ¼ pkþ1; p4 ¼ pk;

u1
m ¼ ðumÞkþ1

2
¼ 0; u2

m ¼ ðumÞkþ1; u3
m ¼ �ðumÞkþ1

2
¼ 0; u4

m ¼ �ðumÞk;

u1
t ¼ u3

t ¼ ðutÞkþ1
2
; u2

t ¼ 0; u4
t ¼ 0:

ð2:18Þ
By now, we can conclude that the magnitude of the velocity at the cell edges in the radial direction with the same k index
is identical and its direction is the edge’s tangential direction. While the magnitude of the velocity at the cell edges in the
angular direction with the same k index is identical and its direction is the edge’s normal direction, see Fig. 2.2. All the values
of the velocity are independent of the l index. Denote the value of the composite velocity at the edge connecting the points
(k, l) and (k, l + 1) to be uk for all k 2 [1,K], l 2 [1,L � 1], and the value of the composite velocity at the edge connecting the
points (k, l) and (k + 1, l) to be ukþ1

2
for k 2 [1,K � 1], l 2 [1,L]. Since the velocity at the vertex is obtained by the arithmetic

average of the four velocities along its four connecting edges (see Section 2.2.2), we have, at the vertex (k, l) in Fig. 2.2,
uk;l ¼
1
4

uk�1
2

A
!
þuk B

!
þukþ1

2
C
!
þuk D

!
� 	

ð2:19Þ

¼ 1
4

uk�1
2

A
!
þukþ1

2
C
!
þukðB

!
þD
!
Þ

� 	
; ð2:20Þ
where A
!

, C
!

are the unit tangential vector and B
!

, D
!

are the unit normal vector of the relative edges.
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Fig. 2.2. The sketch of velocities at the edges connected to the vertex (k, l).
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Since the grid is equi-angular, we have A
!
¼ C
!
; B
!
þD
!
¼ a C

!
, where a ¼ 2 cos 1

2 Du is a constant for the given equi-angular
polar grids. Thus we get
uk;l ¼
1
4

uk�1
2
þ ukþ1

2
þ auk

� �
C
!
: ð2:21Þ
Eq. (2.21) indicates that the velocities at the vertices with the same k index are identical and their directions are along their
radial directions. Thus we have finished the proof of the symmetry of the grid at the (n + 1)th step.

Next we will prove that the symmetry can also be maintained for the evolved conserved variables at the (n + 1)th step.
Using the symmetry property of grid at (n + 1)th step, the area and volume of Cell Ikþ1

2;lþ
1
2

at the (n + 1)th step can be
denoted simply as follows
snþ1
kþ1

2;lþ
1
2
¼ snþ1

kþ1
2
; Vnþ1

kþ1
2;lþ

1
2
¼ ðrcÞnþ1

kþ1
2;lþ

1
2
snþ1

kþ1
2
¼ ðncÞnþ1

kþ1
2

sinðucÞlþ1
2
snþ1

kþ1
2
;

where rc and nc are the values of r and n at the cell center respectively. We have omitted the subscript ‘lþ 1
2’ of those variables

which are independent of the l index, and we have omitted the subscript ‘kþ 1
2’ and superscript ‘n + 1’ of uc since they are

independent of the k and n indices.
Thus, the term at the left hand of Eq. (2.14) can be rewritten as follows
�qnþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
� �qn

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Mn;nþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
�Mn;n

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Mh;nþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
�Mh;n

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Enþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
� En

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

0BBBBBBBBB@

1CCCCCCCCCA
¼ sinðucÞlþ1

2

�qnþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
� �qkþ1

2
ðncÞkþ1

2
skþ1

2

Mn;nþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
�Mn

kþ1
2
ðncÞkþ1

2
skþ1

2

Mh;nþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
�Mh

kþ1
2
ðncÞkþ1

2
skþ1

2

Enþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
� Ekþ1

2
ðncÞkþ1

2
skþ1

2

0BBBBBBBBB@

1CCCCCCCCCA
: ð2:22Þ
The flux term in Eq. (2.14) can be expressed as follows
XM

m¼1

bF Um
m

� �
Dlm ¼

0

�p1 sin 1
2 Du
� �

r1
eDl1 þ p2r2

eDl2 � p3 sin 1
2 Du
� �

r3
e Dl3 � p4r4

eDl4

�p1 cos 1
2 Du
� �

r1
eDl1 þ p3 cos 1

2 Du
� �

r3
eDl3

p1u1
mr1

eDl1 þ p2u2
mr2

e Dl2 þ p3u3
mr3

eDl3 þ p4u4
mr4

e Dl4

0BBBBBB@

1CCCCCCA

¼

0

�p1 sin 1
2 Du
� �

Dl1ðr1
e þ r3

e Þ þ p2r2
eDl2 � p4r4

eDl4

p1Dl1ðr3
e � r1

e Þ cos 1
2 Du
� �

p2u2
mr2

e Dl2 þ p4u4
mr4

eDl4

0BBBBBB@

1CCCCCCA; ð2:23Þ
where Um;n
m ; Dlm;n are simplified as Um

m ; Dlm.
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Using (2.17), (2.18) and the following equalities
r1
e ¼ nkþ1

2
sin ðucÞlþ1

2
� 1

2
Du

� 	
;

r2
e ¼ nkþ1 sinðucÞlþ1

2
;

r3
e ¼ nkþ1

2
sin ðucÞlþ1

2
þ 1

2
Du

� 	
;

r4
e ¼ nk sinðucÞlþ1

2
;

we have
XM

m¼1

bFðUm
m ÞDlm ¼

0
�pkþ1

2
nkþ1

2
Dlkþ1

2
sinðDuÞ sinðucÞlþ1

2
þ pkþ1nkþ1Dlkþ1 sinðucÞlþ1

2
� pknkDlk sinðucÞlþ1

2

pkþ1
2
Dlkþ1

2
nkþ1

2
sinðDuÞ cosðucÞlþ1

2

pkþ1ðumÞkþ1nkþ1Dlkþ1 sinðucÞlþ1
2
� pkðumÞknkDlk sinðucÞlþ1

2

0BBBB@
1CCCCA

¼

0
sinðucÞlþ1

2
ð�pkþ1

2
nkþ1

2
Dlkþ1

2
sinðDuÞ þ pkþ1nkþ1Dlkþ1 � pknkDlkÞ

pkþ1
2
skþ1

2
cosðucÞlþ1

2

sinðucÞlþ1
2
ðpkþ1ðumÞkþ1nkþ1Dlkþ1 � pkðumÞknkDlkÞ

0BBBB@
1CCCCA: ð2:24Þ
Using the equality (2.13), the source term in Eq. (2.14) takes the following form
0
ðpcÞ

n
kþ1

2;lþ
1
2

sinðucÞ
n
kþ1

2;lþ
1
2
sn

kþ1
2;lþ

1
2

ðpcÞ
n
kþ1

2;lþ
1
2

cosðucÞ
n
kþ1

2;lþ
1
2
sn

kþ1
2;lþ

1
2

0

0BBBB@
1CCCCA ¼

0
pkþ1

2
skþ1

2
sinðucÞlþ1

2

pkþ1
2
skþ1

2
cosðucÞlþ1

2

0

0BBBB@
1CCCCA:
Thus the scheme (2.14) can be written as
sinðucÞlþ1
2

�qnþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
� �qkþ1

2
ðncÞkþ1

2
skþ1

2

Mn;nþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
�Mn

kþ1
2
ðncÞkþ1

2
skþ1

2

Mh;nþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
�Mh

kþ1
2
ðncÞkþ1

2
skþ1

2

Enþ1
kþ1

2;lþ
1
2
ðncÞnþ1

kþ1
2
snþ1

kþ1
2
� Ekþ1

2
ðncÞkþ1

2
skþ1

2

0BBBBBBB@

1CCCCCCCA

¼ Dt �

0
sinðucÞlþ1

2
ð�pkþ1

2
nkþ1

2
Dlkþ1

2
sinðDuÞ þ pkþ1nkþ1Dlkþ1 � pknkDlkÞ

pkþ1
2
skþ1

2
cosðucÞlþ1

2

sinðucÞlþ1
2
ðpkþ1ðumÞkþ1nkþ1Dlkþ1 � pkðumÞknkDlkÞ

0BBBB@
1CCCCAþ

0
pkþ1

2
skþ1

2
sinðucÞlþ1

2

pkþ1
2
skþ1

2
cosðucÞlþ1

2

0

0BBBB@
1CCCCA

0BBBB@
1CCCCA

¼ Dt sinðucÞlþ1
2

0
pkþ1

2
nkþ1

2
Dlkþ1

2
sinðDuÞ � pkþ1nkþ1Dlkþ1 þ pknkDlk þ pkþ1

2
skþ1

2

0
�pkþ1ðumÞkþ1nkþ1Dlkþ1 þ pkðumÞknkDlk

0BBBB@
1CCCCA; ð2:25Þ

�qnþ1
kþ1

2;lþ
1
2

Mn;nþ1
kþ1

2;lþ
1
2

Mh;nþ1
kþ1

2;lþ
1
2

Enþ1
kþ1

2;lþ
1
2

0BBBBBBB@

1CCCCCCCA ¼
1

ðncÞnþ1
kþ1

2
snþ1

kþ1
2

�qkþ1
2
ðncÞkþ1

2
skþ1

2

Mn
kþ1

2
ðncÞkþ1

2
skþ1

2

0
Ekþ1

2
ðncÞkþ1

2
skþ1

2

0BBBBB@

1CCCCCAþ Dt

0
pkþ1

2
nkþ1

2
Dlkþ1

2
sinðDuÞ � pkþ1nkþ1Dlkþ1 þ pknkDlk þ pkþ1

2
skþ1

2

0
�pkþ1ðumÞkþ1nkþ1Dlkþ1 þ pkðumÞknkDlk

0BBBB@
1CCCCA

0BBBBB@

1CCCCCA:

ð2:26Þ
By now, we can make the conclusion that �qnþ1
kþ1

2;lþ
1
2
;Mn;nþ1

kþ1
2;lþ

1
2
;Mh;nþ1

kþ1
2;lþ

1
2
; Enþ1

kþ1
2;lþ

1
2

� �
only depend on the k index and are indepen-

dent of the l index. Thus we have proved the symmetry preservation property of the scheme.



J. Cheng, C.-W. Shu / Journal of Computational Physics 229 (2010) 7191–7206 7201
Remark. In practice, we can also implement the scheme in the z–r coordinates directly which has the following form with
the Euler forward time discretization
�qnþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
� �qn

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Mz;nþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
�Mz;n

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Mr;nþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
�Mr;n

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

Enþ1
kþ1

2;lþ
1
2
Vnþ1

kþ1
2;lþ

1
2
� En

kþ1
2;lþ

1
2
Vn

kþ1
2;lþ

1
2

0BBBBBBB@

1CCCCCCCA ¼ Dtn �
XM

m¼1

bFðUm;n
m ÞDlm;n þ

0
0

ðpcÞ
n
kþ1

2;lþ
1
2
sn

kþ1
2;lþ

1
2

0

0BBBB@
1CCCCA

0BBBB@
1CCCCA; ð2:27Þ
where
Mz
kþ1

2;lþ
1
2
¼ 1

Vkþ1
2;lþ

1
2

Z Z
I
kþ1

2;lþ
1
2

Mzr dr dz;

Mr
kþ1

2;lþ
1
2
¼ 1

Vkþ1
2;lþ

1
2

Z Z
I
kþ1

2;lþ
1
2

Mrr dr dz;

bF ¼
f̂ DðU�m ;U

þ
m Þ

f̂ Mz ðU�m ;U
þ
m Þ

f̂ Mr ðU�m ;U
þ
m Þ

f̂ EðU�m ;U
þ
m Þ

0BBBBB@

1CCCCCA

and
f̂ DðUm;UmÞ ¼ 0;

f̂ Mz ðUm;UmÞ ¼ pnzr;

f̂ Mr ðUm;UmÞ ¼ pnrr;

f̂ EðUm;UmÞ ¼ pumr;

8>>>>><>>>>>:

f̂ D; f̂ Mz ; f̂ Mr and f̂ E are the numerical fluxes for mass, z-momentum, r-momentum and total energy across the cell boundary
respectively. Similar procedures described in this section are used to determine these numerical fluxes and the vertex veloc-
ity. ðpcÞ

n
kþ1

2;lþ
1
2

in the source term is determined by the formula (2.13).
3. Numerical results in the two-dimensional cylindrical coordinates

In this section, we perform numerical experiments in two-dimensional cylindrical coordinates. Purely Lagrangian com-
putation, second-order Runge–Kutta time discretization and the ideal gas with c = 5/3 are used in the following tests unless
otherwise stated. Reflective boundary conditions are applied to the z and r axes in all the tests.

3.1. Accuracy test

We test the accuracy of our scheme on a free expansion problem given in [23]. The initial computational domain is
[0,1] � [0,p/2] defined in the polar coordinates. The gas is initially at rest with uniform density q = 1 and pressure has
the following distribution
p ¼ 1� ðz2 þ r2Þ:
The analytical solution of the problem is as follows
RðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2t2

p
;

unðz; r; tÞ ¼
2t

1þ 2t2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ r2

p
;

qðz; r; tÞ ¼ 1
R3 ;

pðz; r; tÞ ¼ 1
R5 1� z2 þ r2

R2

� 	
;

where R is the radius of the free outer boundary and un represents the value of velocity in the radial direction.



Table 3.1
Errors of the scheme in 2D cylindrical coordinates for the free expansion problem using K � L initially equi-angular polar grid cells.

K = L Norm Density Order Momentum Order Energy Order

20 L1 0.20E�2 0.42E�2 0.12E�2
L1 0.52E�2 0.71E�2 0.45E�2

40 L1 0.11E�2 0.86 0.21E�2 0.95 0.60E�3 1.05
L1 0.28E�2 0.90 0.39E�2 0.86 0.24E�2 0.88

80 L1 0.57E�3 0.94 0.11E�2 0.96 0.31E�3 0.95
L1 0.15E�2 0.92 0.21E�2 0.87 0.13E�2 0.93

160 L1 0.30E�3 0.92 0.57E�3 0.95 0.17E�3 0.88
L1 0.75E�3 0.98 0.12E�2 0.85 0.65E�3 0.98
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Free boundary condition is applied on the outer boundary. The errors of the scheme at t = 1 are listed in Table 3.1 which
are measured on the interval 1

5 K; 4
5 K


 �
� ½1; L� to remove the influence from the boundary. In Table 3.1, we can see the

expected first order accuracy for all the evolved conserved variables.

3.2. Non-oscillatory tests

Example 1 (The Noh problem in a cylindrical coordinate system [21]). We test the Noh problem which is a well known test
problem widely used to validate Lagrangian scheme in the regime of strong shock waves. In this test case, the initial state of
the fluid is uniform with (q,e) = (1,10�5) and an inward radial velocity of magnitude 1. The equi-angular polar grid is applied
in the 1

4-circle computational domain defined in the polar coordinates by [0,1] � [0,p/2]. The shock is generated in a perfect
gas by bringing the cold gas to rest at the origin. The analytical post shock density is 64 and the shock speed is 1/3. Fig. 3.1
shows the initial grid and the final grid at t = 0.6 with 200 � 20 cells and density as a function of radial radius at t = 0.6 for
two different angular zonings (200 � 20,200 � 40). In the plot of the grid, we observe the symmetry is perfectly preserved. In
the plot of density, we observe no spurious oscillation near the discontinuity region. The shock location and the shock
magnitude are closer to the analytical solution with the refinement of the grid in the angular direction which reflects the
convergence trend of the numerical solution toward the analytical solution.
Example 2 (The one-dimensional spherical Sod problem). The Riemann problem proposed by Sod is tested in the cylindrical
coordinates. The initial computational domain is a 1

4-circle region defined in the polar coordinates by [0,20] � [0,p/2]. Its ini-
tial condition is as follows
Fig. 3.1
with 20
ðq;un; pÞ ¼ ð1:0;0;1:0Þ; 0 6 n 6 10;
ðq;un; pÞ ¼ ð0:125; 0;0:1Þ; 10 < n 6 20:
Reflective boundary condition is applied on the outer boundary. The reference solution is the converged result obtained
by using a one-dimensional second-order Eulerian code in the spherical coordinate with 10,000 grid points. We display in
Fig. 3.2 the numerical results of the grid and density as a function of the radial radius and the surface of density performed
by our scheme with 400 � 10 equi-angular polar cells at t = 1.4. We observe the symmetrical behavior of our scheme and
good agreement between our numerical result and the reference solution.
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Example 3 (The Sedov problem in a cylindrical coordinate system [23]). We present the result of the Sedov blast wave in a
cylindrical coordinate system as an example of a diverging shock wave. The initial computational domain is a 1

4-circle region
defined in the polar coordinates by [0,1.125] � [0,p/2] consisting of 100 � 30 equi-angular polar grids. The initial density is
unity and the initial velocity is zero. The internal energy is zero except in the cells connecting the origin where they share a
total value of 0.2468. Reflective boundary condition is applied on the outer boundary. The analytical solution is a shock at
radius unity at time unity with a peak density of 4. The final grid, density as a function of the radial radius and surface of
density are displayed in Fig. 3.3. We observe the expected symmetry in the plot of grid. The position of shock and peak den-
sity are in quite satisfactory agreement with the analytical solution without any spurious oscillations which demonstrates
the good performance of the scheme in symmetrical, non-oscillatory and accuracy properties.
Example 4 (Implosion problem of Lazarus [15]). The implosion problem of Lazarus is a problem with self-similar solution. A
sphere of unit initial radius with zero specific internal energy and unit density is driven by an inward radial velocity given by
unðtÞ ¼
�af

ð1� ftÞ1�a ð3:1Þ
where a = 0.6883545, f = 1 � et � dt3, e = 0.185, d = 0.28.
We use a grid of 200 � 30 equal-angle polar cells in the initial computational domain [0,1] � [0,p/2] defined in the polar

coordinates. The numerically converged result computed using a one-dimensional second-order Lagrangian code in the
spherical coordinate with 10,000 cells is used as a reference solution. Here the Courant number initially is taken as a smaller
value at 0.1, and after t = 0.01 it returns to the normal value 0.5. Fig. 3.4 shows the results of the grid and surface of density
using 200 � 30 grids at t = 0.8 and density as a radial radius function at the typical time t = 0.74,0.8 with two different
angular zoned grids (200 � 30,200 � 60) respectively. In the plot of the grid, we notice that symmetry is preserved quite well
as expected for the scheme. In the plot of density, the non-oscillatory and accurate numerical solution and the convergence
tendency of the numerical results toward the reference solution are observed.
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Example 5 (Kidder’s isentropic compression problem [14,17]). This problem involves a self-similar isentropic compression of a
shell filled with perfect gas which is usually used to validate the ability of a Lagrangian scheme in computing a spherical
isentropic compression. The shell initially is a ring shaped region with the internal radius n1 and the external radius n2.
The initial density and pressure q0, p0 are defined as follows
Fig. 3.4
and 200

r

0

0

0

0

Fig. 3.5
compar
q0ðnÞ ¼
n2

2 � n2

n2
2 � n2

1

qc�1
1 þ n2 � n2

1

n2
2 � n2

1

qc�1
2

 ! 1
c�1

; p0ðnÞ ¼ sðq0ðnÞÞ
c
;

where n1 = 0.9, n2 = 1.0, q1 = 6.31 � 10�4, q2 = 10�2, s = 2.15 � 104, c = 5/3. The pressure p1(t) and p2(t) are imposed continu-
ously at the internal and external boundary of the shell respectively which have the following representation
p1ðtÞ ¼ p0
1aðtÞ�

2c
c�1; p2ðtÞ ¼ p0

2aðtÞ�
2c
c�1;
where p0
1 ¼ 0:1, p0

2 ¼ 10 and aðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� t

s

� �2
q

in which s = 6.72 � 10�3 is the focusing time of the shell and t 2 [0,s) is the
evolving time.

Denote f(n, t) to be the radius at the time t of a point initially located at radius n, its analytical solution is f(n, t) = a(t)n. The
analytical solutions of three fundamental variables for this problem in spherical geometry are as follows
qðfðn; tÞ; tÞ ¼ q0ðnÞnaðtÞ�
2

c�1;

uðfðn; tÞ; tÞ ¼ n
d
dt

aðtÞ;

pðfðn; tÞ; tÞ ¼ p0ðnÞnaðtÞ�
2c
c�1:
We test the problem initially on the computational region [0.9,1] � [0,p/2] in the polar coordinates with 40 � 20,
80 � 40, 160 � 80 grids respectively. The final time is set to be t = 0.99s. Fig. 3.5 shows the initial and final grids and the time
evolution of the position of the external boundary with 40 � 20 grids. Fig. 3.6 shows the results of density, velocity and pres-
sure at the final time. From these figures, we can see the perfect symmetry in the grid. The trajectory of the external bound-
ary coincides with the analytical solution quite well. The numerical solutions of density, velocity and pressure converge to
the analytical solutions asymptotically.
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Example 6 (Coggeshall expansion problem [10]). This is a two-dimensional adiabatic compression problem proposed by Cog-
geshall. The computational domain consists of a quarter of a sphere of unit radius zoned with 100 � 10 grids. The initial den-
sity is unity and the initial velocity at the grid vertices is given as (uz,ur) = (�z/4,�r). The specific internal energy of a cell is
given as e = (3zc/8)2, where zc is the z coordinate of the cell center. Fig. 3.7 shows the results of the grid and density plotted as
a function of the radial radius along each l line at the time of 0.8 when the analytical density is expected to be flat with a
value of 37.4. From the figures, we can observe the numerical result is in agreement with the analytical solution except
for the small region near the origin. This example serves the purpose of testing the performance of our scheme on a problem
with an initial equal-angle-zoned grid evolving into a non-symmetric grid.
Example 7 (Cylindrical Noh problem on the Cartesian grid [21]). We test the Noh problem with the Cartesian grid in a cylin-
drical coordinate system to verify the performance of our scheme on non-polar grid. The problem domain is [0,1] � [0,1].
The initial state of the fluid is uniform with (q,uz,ur,e) = (1,0,�1,10�5). Reflective boundary conditions are applied on the
left, right and lower boundaries. Inflow boundary condition is used on the upper boundary. The shock is generated in a per-
fect gas by bringing the cold gas to rest at a rigid wall (r = 0). The analytical post shock density is 16 and the shock speed is 1/
3. Fig. 3.8 shows the Lagrangian simulation results of our schemes at t = 0.6 with 10 � 200 grids. We observe good perfor-
mance of our scheme in this problem on the Cartesian quadrilateral grid.
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4. Concluding remarks

In this paper we have described a new cell-centered Lagrangian schemes for solving Euler equations in cylindrical
coordinates. The scheme can preserve the symmetry property for one-dimensional spherical problem computed on an
equal-angle-zoned initial grid. Compared with many current Lagrangian type schemes, our scheme has the distinguished
feature in being able to guarantee both symmetry and conservation properties for all conserved variables including mass,
momentum and total energy. Several two-dimensional examples in the cylindrical coordinates have been presented which
demonstrate the good performance of the scheme. The strategy proposed in this paper is hopefully applicable to certain
other existing schemes to obtain the symmetry property without loss of their original good properties. This generalization,
as well as the improvement of the scheme in accuracy and robustness, constitute our future work.
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